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PRINCIPLE OF MICRO ECONOMICS (101)

UNIT-1

Opportunity Cost

The cost of an alternative that must be forgone in order to pursue a certain action is called opportunity
cost. Put another way, the benefits you could have received by taking an alternative action. The
difference in return between a chosen investment and one that is necessarily passed up, Say you invest in
a stock and it returns a paltry 2% over the year. In placing your money in the stock, you gave up the
opportunity of another investment - say, a risk-free government bond yielding 6%. In this situation, your
opportunity costs are 4% (6% - 2%).

Marginalism

The concept of ‘'margin’ is very popular in Economics. For example, in formal economic theory we learn
that a business firm makes a decision to produce by equating marginal revenues with marginal costs.
Marginal product is the addition made to total product (subtraction from the product) as a result of
employing an additional (withdrawing the last factor of production. In economic theory, the concept of'
margin' is very useful; it renders the determination/derivation of an equilibrium solution quite simple
and easy. However, in the real world of business management, marginalism should better be replaced by
incrementalism, -In making economic decision, management is interested in knowing the impact of a
chuck-change rather than a unit-change. Incremental reasoning involves a measurement of the impact of
decision alternatives on economic variables like revenue and costs. Incremental revenues (or costs), for
example, refer to the total magnitude of changes in total revenues (or costs) that result from a set of
factors like change in prices, products, processes and patterns.

Production Possibility Frontier:-

Quantity of Guns Produced

Duantdty of Butter Produced
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A PPF (production possibility frontier) typically takes the form of the curve illustrated on the right. An
economy that is operating on the PPF is said to be efficient, meaning that it would be impossible to

produce more of one good without decreasing production of the other good. In contrast, if the economy
is operating below the curve, it is said to be operating inefficiently because it could reallocate resources
in order to produce more of both goods, or because some resources such as labor or capital are sitting

idle and could be fully employed to produce more of both goods.

For example, assuming that the economy's available quantities of factors of production do not change
over time and that technological progress does not occur, then if the economy is operating on the PPF
production of guns would need to be sacrificed in order to produce more butter. If production is
efficient, the economy can choose between combinations (i.e., points) on the PPF: B if guns are of

interest, C if more butter is needed, D if an equal mix of butter and guns is required.™

In the PPF, all points on the curve are points of maximum productive efficiency (i.e., no more output of
any good can be achieved from the given inputs without sacrificing output of some good); all points
inside the frontier (such as A) can be produced but are productively inefficient; all points outside the
curve (such as X) cannot be produced with the given, existing resources. Not all points on the curve are
Pareto efficient, however; only in the case where the marginal rate of transformation is equal to all
consumers' marginal rate of substitution and hence equal to the ratio of prices will it be impossible to

find any trade that will make no consumer worse off.

Any point that lies either on the production possibilities curve or to the left of it is said to be an
attainable point, meaning that it can be produced with currently available resources. Points that lie to the
right of the production possibilities curve are said to be unattainable because they cannot be produced
using currently available resources. Points that lie strictly to the left of the curve are said to be
inefficient, because existing resources would allow for production of more of at least one good without
sacrificing the production of any other good. An efficient point is one that lies on the production
possibilities curve. At any such point, more of one good can be produced only by producing less of the

other.

Law of Demand
“Other factors remaining constant there is an inverse relationship between the price of a good and

demand.”
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As prices fall, we see an expansion of demand, If price rises, there will be a contraction of demand. A
change in the price of a good or service causes a movement along the demand curve:

Many other factors can affect total demand - when these change, the demand curve can shift.
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Consumer Equilibrium —Cardinal Utility Approach

The theory of consumer’s behavior seeks to explain the determination of consumer’s equilibrium.
Consumer’s equilibrium refers to a situation when a consumer gets maximum satisfaction out of his
given resources. A consumer spends his money income on different goods and services in such a manner
as to derive maximum satisfaction. Once a consumer attains equilibrium position, he would not like to
deviate from it. Economic theory has approached the problem of determination of consumer’s
equilibrium in two different ways:

(1) Cardinal Utility Analysis and

(2) Ordinal Utility Analysis

Accordingly, we shall examine these two approaches to the study of consumer’s equilibrium in greater
defeat.

Meaning of Utility:

The term utility in Economics is used to denote that quality in a good or service by virtue of which our
wants are satisfied. In, other words utility is defined as the want satisfying power of a commodity.
According to, Mrs. Robinson, “Utility is the quality in commodities that makes individuals want to buy

them.”

According to Hibdon, “Utility is the quality of a good to satisfy a want.”
Concepts of Utility

There are three concepts of utility :
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(1) Initial Utility: The utility derived from the first unit of a commodity is called initial
utility. Utility derived from the first piece of bread is called initial utility. Thus, initial utility, is
the utility obtained from the consumption of the first unit of a commodity. It is always positive.

(2) Total Utility: Total utility is the sum of utility derived from different Units of a commodity
consumed by a household.
Suppose a consumer consume four units of apple. If the consumer gets 10 utils from the consumption of
first apple, 8 utils from second, 6 utils from third, and 4 utils from fourth apple, then the total utility will
be 10+8+6+4 = 28

Accordingly, total utility can be calculated as :

TU =MUL1 + MU2 + MU3 + + MUn

OorTU=_MU

Here TU = Total utility and MU1, MU2, MU3, + MUn = Marginal Utility derived from
first, second, third and nth unit.

(3) Marginal Utility: Marginal Utility is the utility derived from the additional unit of a commodity
consumed. The change that takes place in the total utility by the consumption of an additional unit of a
commodity is called marginal utility.

According to Chapman, “Marginal utility is the addition made to total utility by consuming one more
unit of commodity. Supposing a consumer gets 10 utils from the consumption of one mango and 18 utils

from two mangoes, then. the marginal utility of second .mango will be 18- 10=8 utils.

Marginal utility can be measured with the help of the following formula
MUnth = TUn — TUn-1

Here MUnth = Marginal utility of nth unit,

TUn = Total utility of ‘n’ units,

TUn-1 = Total utility of n-i units,

Marginal utility can be (i) positive, (ii) zero, or (iii) negative.

COPYRIGHT FIMT 2020 Page 6




()Positive Marginal Utility: If by consuming additional units of a commodity, total utility goes on

increasing, marginal utility will be positive.

(if) Zero Marginal Utility: If the consumption of an additional unit of a commaodity causes no change in

total utility, marginal utility will be zero.

(iii) Negative Marginal Utility: If the consumption of an additional unit of a commodity causes fall in

total utility, the marginal utility will be negative.

Utility Analysis or Cardinal Approach

The Cardinal Approach to the theory of consumer behavior is based upon the concept of utility. It

assumes that utility is capable of measurement. It can be added, subtracted, multiplied, and so on.

According to this approach, utility can be measured in cardinal numbers, like 1,2,3,4 etc. Fisher has used
the term ‘Util’ as a measure of utility. Thus in terms of cardinal approach it can be said that one gets

from a cup of tea 5 utils, from a cup of coffee 10 utils, and from a rasgulla 15 utils worth of utility.

Laws of Utility Analysis

Utility analysis consists of two important laws

1. Law of Diminishing Marginal Utility.
2. Law of Equi-Marginal Utility.

1. Law of Diminishing Marginal Utility:

Law of Diminishing Marginal Utility is an important law of utility analysis. This law is related to the
satisfaction of human wants. All of us experience this law in our daily life. If you are set to buy, say,
shirts at any given time, then as the number of shirts with you goes on increasing, the marginal utility
from each successive shirt will go on decreasing. It is the reality of a man’s life which is referred to in

economics as law of Diminishing Marginal Utility. This law is also known as Gossen’s First Law.
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According to Chapman, “The more we have of a thing, the less we want additional increments of it or
the more we want not to have additional increments of it.”

In short, the law of Diminishing Marginal Utility states that, other things being equal, when we go on
consuming additional units of a commodity, the marginal utility from each successive unit of that
commodity goes on diminishing.

Assumptions:
Every law in subject to clause “other things being equal” This refers to the assumption on which a law is

based. It applies in this case as well. Main assumptions of this law are as follows:

1. Utility can be measured in cardinal number system such as 1, 2, 3 etc.

2. There is no change in income of the consumer.
. Marginal utility of money remains constant.
. Suitable quantity of the commodity is consumed.
. There is continuous consumption of the commodity.
. Marginal Utility of every commaodity is independent.
. Every unit of the commodity being used is of same quality and size.

. There is no change in the tastes, character, fashion, and habits of the Consumer.

© 0O N O O B~ W

. There is no change in the price of the commodity and its substitutes.

2. Law of Equi-Marginal Utility

This law states that the consumer maximizing his total utility will allocate his income among various
commodities in such a way that his marginal utility of the last rupee spent on each commodity is equal.
The consumer will spend his money income on different goods in such a way that marginal utility of

each good is proportional to its price.

Limitations of Law of Equi-Marginal Utility

« It is difficult for the consumer to know the marginal utilities from different commodities because utility

cannot be measured.

COPYRIGHT FIMT 2020 Page 8




* Consumers are ignorant and therefore are not in a position to arrive at equilibrium.

« It does not apply to indivisible and inexpensive commodity.

Indifference Curve

An indifference curve is a geometrical presentation of a consumer is scale of preferences. It represents
all those combinations of two goods which will provide equal satisfaction to a consumer. A consumer is
indifferent towards the different combinations located on such a curve. Since each combination yields
the same level of satisfaction, the total satisfaction derived from any of these combinations remains

constant.

An indifference curve is a locus of all such points which shows different Combinations of two
commodities which yield equal satisfaction to the consumer. Since the combination represented by each
point on the indifference curve yields equal satisfaction, a consumer becomes indifferent about their

choice. In other words, he gives equal importance to all the combinations on a given indifference curve.

According to ferguson, “An indifference curve is a combination of goods, each of which yield the same

level of total utility to which the consumer is indifferent.”

Indifference Schedule

An indifference schedule refers to a schedule that indicates different combinations of two commodities
which vyield equal satisfaction. A consumer, therefore, gives equal importance to each of the
combinations.

Assumptions:

Indifference curve approach has the following main assumptions:

1.Rational Consumer: It is assumed that the consumer will behave rationally. It means the consumer

would like to get maximum satisfaction out of his total income.

2. Diminishing Marginal rate of Substitution: It means as the stock of a commodity increases with the
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consumer, he substitutes it for the other commodity at a diminishing rate.

3.0rdinal Utility: A consumer can determine his preferences on the basis of satisfaction derived from

different goods or their combinations. Utility can be expressed in terms of ordinal numbers, i.e., first,

second etc.

4. Independent Scale of Preference: It means if the income of the consumer changes or prices of goods

fall or rise in the market, these changes will have no effect on the scale of preference of the consumer. It

is further assumed that scale of preference of a consumer is not influenced by the scale of preference of

another consumer.

5. Non-Satiety: A consumer does not possess any good in more than the required quantity. He does not

reach the level of satiety. Consumer prefers more quantity of a good to less quantity.

6. Consistency in Selection: There is a consistency in consumer’s behavior. It means that if at any given

time a consumer prefers A combination of goods to B combination, then at another time he will not

prefer B combination to A combination.

7. Transitivity: It means if a consumer prefers A combination to B combination, and B Combination to

C Combination, he will definitely prefer A combinationto C
combination. Likewise; if a consumer is indifferent towards A and B and he is also

indifferent towards Band C, then he will also he indifferent towards A and C.

Properties of Indifference Curves

1. Indifference curve slopes downward from left to right, or an indifference curve
slope

2. Indifference curve is convex to the point of origin:

3. Two Indifference Curves never cut each other:

4. Higher Indifference Curves represent more satisfaction

5. Indifference Curve touches neither x-axis nor y-axis;

6. Indifference curves need not be parallel to each other:

has a Negative
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Indifference Curve & Price Effect

A price effect represents change in consumer’s optimal consumption combination on account of change
in the price of a good and thereby changes in its quantity purchased, price of another good and
consumer’s income remaining unchanged. The consumer is better-off when optimal consumption

combination is located on a higher indifference curve and vice versa.

Understand that a consumer's responses to a price change differ depending upon the nature of the good,

viz. a normal good, inferior good or a neutral good.
Type Of price effect;

1. Positive
2. Negative
3. Zero

These are summarized in chart.1;

Irmmpact of fall in price of good X on its gquantity dermanded

Type of Price Effect | Nature of Good X Quandty
Demanixled of Good

Positive Norrral T
Negative Inferior l
(including Giffen Goods)
No Change in Quantty
Zexo Neutral == A

Thus, a price effect is positive in case of normal goods. There is inverse relationship between price and
quantity demanded. It is negative in case of inferior goods (including Giffen goods) where we find direct
relationship between price and quantity demanded. Finally, price effect is zero in case of neutral goods

where consumer's quantity demanded is fixed.

Indifference Curve & Substitution Effect
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The substitution effect relates to the change in the quantity demanded resulting from a change in the
price of good due to the substitution of relatively cheaper good for a dearer one, while keeping the price
of the other good and real income and tastes of the consumer as constant. Prof. Hicks has explained the
substitution effect independent of the income effect through compensating variation in income. “The
substitution effect is the increase in the quantity bought as the price of the commodity falls, after
adjusting income so as to keep the real purchasing power of the consumer the same as before. This
adjustment in income is called compensating variations and is shown graphically by a parallel shift of

the new budget line until it become tangent to the initial indifference curve.”

Thus on the basis of the methods of compensating variation, the substitution effect measure the effect of
change in the relative price of a good with real income constant. The increase in the real income of the
consumer as a result of fall in the price of, say good X, is so withdrawn that he is neither better off nor
worse off than before.

The substitution effect is explained in Figure 12.17 where the original budget line is PQ with
equilibrium at point R on the indifference curve I:. At R, the consumer is buying OB of X and BR of Y.
Suppose the price of X falls so that his new budget line is PQ1. With the fall in the price of X, the real
income of the consumer increases. To make the compensating variation in income or to keep the
consumer’s real income constant, take away the increase in his income equal to PM of good Y or Q1N of

good X so that his budget line PQ1 shifts to the left as MN and is parallel to it.

Substitution
Effect

At the same time, MN is tangent to the original indifference curve |1 but at point H where the consumer
buys OD of X and DH of Y. Thus PM of Y or Q:N of X represents the compensating variation in
income, as shown by the line MN being tangent to the curve 11 at point H. Now the consumer substitutes

X for Y and moves from point R to H or the horizontal distance from B to D. This movement is called
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the substitution effect. The substitution affect is always negative because when the price of a good falls
(or rises), more (or less) of it would be purchased, the real income of the consumer and price of the other

good remaining constant. In other words, the relation between price and quantity demanded being
inverse, the substitution effect is negative.

Unit-2
Individual demand curve

Individual demand curve refers to a graphical representation of individual demand schedule. With the

help of Table 3.1 (Individual demand schedule), the individual demand curve can be drawn as shown in
Fig. 3.1.

As seen in the diagram, price (independent variable) is taken on the vertical axis (Y-axis) and quantity
demanded (dependent variable) on the horizontal axis (X-axis). At each possible price, there is a

quantity, which the consumer is willing to buy. By joining all the points (P to T), we get a demand curve
‘DD’.

Demand Curve

Price (in ?)
N w S (4.

-

1 2 3 & &
Quantity Demanded (in units)

Fig. 3.1

o)

The demand curve ‘DD’ slopes downwards due to inverse relationship between price and quantity

demanded.

Market Demand Curve:

Market demand curve refers to a graphical representation of market demand schedule. It is obtained by
horizontal summation of individual demand curves.
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The points shown in Table 3.2 are graphically represented in Fig. 3.2. Da and Dg are the individual
demand curves. Market demand curve (Dwm) is obtained by horizontal summation of the individual
demand curves (Da and Dg).

Y Market Demand Curve

v
T

&

— Dy, is flatter than
Dp and Dg

Price (in %)
w
I

N
T

-
T

Da D "Dy

! 1 | 1 ids 1

2 4 6 8 10 12
Quantity Demanded (in units)

Fig. 3.2

o]

Market demand curve ‘Dm‘ also slope downwards due to inverse relationship between price and quantity

demanded.

Market Demand Curve is Flatter:

Market demand curve is flatter than the individual demand curves. It happens because as price changes,

proportionate change in market demand is more than proportionate change in individual demand.

Movement along Vs shift market demand curve

It is essential to distinguish between a movement along a demand curve and a shift in the demand curve.
A change in price results in a movement along a fixed demand curve. This is also referred to as a change
in quantity demanded. For example, an increase in video rental prices from $3 to $4 reduces quantity
demanded from 30 units to 20 units. This price change results in a movement along a given demand
curve. A change in any other variable that influences quantity demanded produces a shift in the demand
curve or a change in demand. The terminology is subtle but extremely important. The majority of the
confusion that students have with supply and demand concepts involves understanding the differences

between shifts and movements along curves.
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TABLE
Change

Videos after Incomes Rise

Price

$5
$4
$3
$2
$1

Suppose that incomes in a community rise because a factory is able to give employees overtime pay.
The higher incomes prompt people to rent more videos. For the same rental price, quantity demanded is
now higher than before. Table 4 and the figure titled "Shift in the Demand Curve" represent that
scenario. As incomes rise, the quantity demanded for videos priced at $4 goes from 20 (point A) to 40
(point A"). Similarly, the quantity demanded for videos priced at $3 rises from 30 to 50. The entire

demand curve shifts to the right.

A shift in the demand curve changes the equilibrium position. As illustrated in the figure titled
"Equilibrium After a Demand Curve Shift" the shift in the demand curve moves the market equilibrium
from point A to point B, resulting in a higher price (from $3 to $4) and higher quantity (from 30 to 40

units). Note that if the demand curve shifted to the left, both the equilibrium price and quantity would

decline.
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Demanded

10
20
30
40
50

Demanded

30
40
50
60
70

Supplied

50
40
30
20
10




Equilibrium After a
Demand Curve Shift

@Wuxlmm

5
Y IO SO
3 D2
2
1 | s D
Factors that Shift the 10 20 30 40 50 EDemand Curve

1. Change in consumer incomes: As the previous video rental example demonstrated, an increase
in income shifts the demand curve to the right. Because a consumer's demand for goods and
services is constrained by income, higher income levels relax somewhat that constraint, allowing
the consumer to purchase more products. Correspondingly, a decrease in income shifts the
demand curve to the left. When the economy enters a recession and more people become
unemployed, the demand for many goods and services shifts to the left.

2. Population change: An increase in population shifts the demand curve to the right. Imagine a
college town bookstore in which most students return home for the summer. Demand for books
shifts to the left while the students are away. When they return, however, demand for books
increases even if the prices are unchanged. As another example, many communities are
experiencing "urban sprawl” where the metropolitan boundaries are pushed ever wider by new
housing developments. Demand for gasoline in these new communities increases with
population. Alternatively, demand for gasoline falls in areas with declining populations.

3. Consumer preferences: If the preference for a particular good increases, the demand curve for
that good shifts to the right. Fads provide excellent examples of changing consumer preferences.
Each Christmas season some new toy catches the fancy of kids, and parents scramble to purchase
the product before it is sold out. A few years ago, "Tickle Me EImo" dolls were the rage. In the
year 2000 the toy of choice was a scooter. For a given price of a scooter, the demand curve shifts
to the right as more consumers decide that they wish to purchase that product for their children.
Of course, demand curves can shift leftward just as quickly. When fads end suppliers often find
themselves with a glut of merchandise that they discount heavily to sell.

4. Prices of related goods: If prices of related goods change, the demand curve for the original
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good can change as well. Related goods can either be substitutes or complements.

o Substitutes are goods that can be consumed in place of one another. If the price of a
substitute increases, the demand curve for the original good shifts to the right. For
example, if the price of Pepsi rises, the demand curve for Coke shifts to the right.
Conversely, if the price of a substitute decreases, the demand curve for the original good
shifts to the left. Given that chicken and fish are substitutes, if the price of fish falls, the
demand curve for chicken shifts to the left.

o Complements are goods that are normally consumed together. Hamburgers and french
fries are complements. If the price of a complement increases, the demand curve for the
original good shifts to the left. For example, if McDonalds raises the price of its Big Mac,
the demand for french fries shifts to the left because fewer people walk in the door to buy
the Big Mac. In contrast, If the price of a complement decreases, the demand curve for
the original good shifts to the right. If, for example, the price of computers falls, then the

demand curve for computer software shifts to the right.
Elasticity of Demand

The elasticity of demand (Ed), also referred to as the price elasticity of demand, measures how
responsive demand is to changes in a price of a given good. More precisely, it is the percent change in
quantity demanded relative to a one percent change in price, holding all else constant . Demand of goods
can be classified as either perfectly elastic, elastic, unitary elastic, inelastic, or perfectly inelastic based
on the elasticity of demand. This table shows the values of elasticity of demand that correspond to the
different categories.

The graph illustrates the demand curves and places along the demand curve that correspond to the table.
The elasticity of demand changes as one moves along the demand curve. This is an important concept -

the elasticity of demand for a good changes as you evaluate it at different price points.

1.Percentage method or Arithmetic method
2. Total Expenditure method
3. Graphic method or point method.

1. Percentage method:-

According to this method price elasticity is estimated by dividing the percentage change in amount
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demanded by the percentage change in price of the commodity. Thus given the percentage change of
both amount demanded and price we can derive elasticity of demand. If the percentage charge in amount
demanded is greater than the percentage change in price , the coefficient thus derived will be greater
than one.

If percentage change in amount demanded is less than percentage change in price, the elasticity is said to
be less than one. But if percentage change of both amount demanded and price is same, elasticity of
demand is said to be unit.

2. Total expenditure method

Total expenditure method was formulated by Alfred Marshall. The elasticity of demand can be measured
on the basis of change in total expenditure in response to a change in price. It is worth noting that unlike
percentage method a precise mathematical coefficient cannot be determined to know the elasticity of
demand.

By the help of total expenditure method we can know whether the price elasticity is equal to one, greater
than one, less than one. In such a method the initial expenditure before the change in price and the
expenditure after the fall in price are compared. By such comparison, if it is found that the expenditure
remains the same, elasticity of demand is One (ed=I).

If the total expenditure increases the elasticity of demand is greater than one (ed>l). If the total
expenditure diminished with the change in price elasticity of demand is less than one (ed<I). The total

expenditure method is illustrated by the following diagram.

3. Graphic method:

Graphic method is otherwise known as point method or Geometric method. This method was
popularized by method. According to this method elasticity of demand is measured on different points
on a straight line demand curve. The price elasticity of demand at a point on a straight line is equal to the
lower segment of the demand curve divided by upper segment of the demand curve.

Thus at mid point on a straight-line demand curve, elasticity will be equal to unity; at higher points on
the same demand curve, but to the left of the mid-point, elasticity will be greater than unity, at lower

points on the demand curve, but to the right of the mid-point, elasticity will be less than unity.
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The theory & Law of Supply and the Supply Curve

Supply is slightly more difficult to understand because most of us have little direct experience on the
supply side of the market. Supply is derived from a producer's desire to maximize profits. When the
price of a product rises, the supplier has an incentive to increase production because he can justify
higher costs to produce the product, increasing the potential to earn larger profits. Profit is the
difference between revenues and costs. If the producer can raise the price and sell the same number of

goods while holding costs constant, then profits increase.

The law of supply holds that other things equal, as the price of a good rises, its quantity supplied will
rise, and vice versa. Table 2 lists the quantity supplied of rental videos for various prices. At $5, the
producer has an incentive to supply 50 videos. If the price falls to $4 quantity supplied falls to 40, and
so on. The figure titled "Supply Curve™ plots this positive relationship between price and quantity

supplied.
TABLE 2 Supply Curve
) PA ©onlineTexts.com
Supply of Videos 5 <
Price Quantity Supplied 4
$5 50 3
$4 |40 2
1
$3 130 >
10 20 30 40 50 Q
$2 20
$1 |10

A supply curve is a graphical depiction of a supply schedule plotting price on the vertical axis and
quantity supplied on the horizontal axis. The supply curve is upward-sloping, reflecting the law of
supply.

Equilibrium Supply Curve & determination of Price and Quantity

What price should the seller set and how many videos will be rented per month? The seller could

legally set any price she wished; however, market forces penalize her for making poor choices.

COPYRIGHT FIMT 2020 Page 19




Suppose, for example, that the seller prices each video at $20. Odds are good that few videos will be
rented. On the other hand, the seller may set a price of $1 per video. Consumers will certainly rent more
videos with this low price, so much so that the store is likely to run out of videos. Through trial and
error or good judgement, the store owner will eventually settle on a price that equates the forces of

supply and demand.
In economics, an equilibrium is a situation in which:

« there is no inherent tendency to change,
e quantity demanded equals quantity supplied, and

e The market just clears.

At the market equilibrium, every consumer who wishes to purchase the product at the market price is
able to do so, and the supplier is not left with any unwanted inventory. As Table 3 and the figure titled
"Equilibrium" demonstrate, equilibrium in the video example occurs at a price of $3 and a quantity of

30 videos.

Equilibrium
{€) DalineTexts.com

TABLE 3 PA
Video Market Equilibrium

~ Quantity Quantity
Price
Demanded Supplied

$ 10 50
$4 20 40
$3 130 30
$2 40 20
$1 50 10
Elasticity of Supply

Price elasticity of supply (PES or Es) is a measure used in economics to show the responsiveness, or
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elasticity, of the quantity supplied of a good or service to a change in its price.

The elasticity is represented in numerical form, and is defined as the percentage change in the quantity

supplied divided by the percentage change in price.

When the coefficient is less than one, the supply of the good can be described as inelastic; when the
coefficient is greater than one, the supply can be described as elastic. An elasticity of zero indicates that
quantity supplied does not respond to a price change: it is "fixed" in supply. Such goods often have no
labor component or are not produced, limiting the short run prospects of expansion. If the coefficient is

exactly one, the good is said to be unitary elastic.

The quantity of goods supplied can, in the short term, be different from the amount produced, as

manufacturers will have stocks which they can build up or run down.
Shift in the Supply Curve

1. Change in input costs: An increase in input costs shifts the supply curve to the left. A supplier
combines raw materials, capital, and labor to produce the output. If a furniture maker has to pay
more for lumber, then her profits decline, all else equal. The less attractive profit opportunities
force the producer to cut output. Alternatively, car manufacturer may have to pay higher labor
costs. The higher labor input costs reduces profits, all else equal. For a given price of a car, the
manufacturer may trim output, shifting the supply curve to the left. Conversely, if input costs
decline, firms respond by increasing output. The furniture manufacturer may increase
production if lumber costs fall. Additionally, chicken farmers may boost chicken output if feed
costs decline. The reduction in feed costs shifts the supply curve for chicken to the right.

2. Increase in technology: An increase in technology shifts the supply curve to the right. A
narrow definition of technology is a cost-reducing innovation. Technological progress allows
firms to produce a given item at a lower cost. Computer prices, for example, have declined
radically as technology has improved, lowering their cost of production. Advances in
communications technology have lowered the telecommunications costs over time. With the
advancement of technology, the supply curve for goods and services shifts to the right.

3. Change in size of the industry: If the size of an industry grows, the supply curve shifts to the

right. In short, as more firms enter a given industry, output increases even as the price remains
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steady. The fast-food industry, for example, exploded in the latter half of the twentieth century
as more and more fast food chains entered the market. Additionally, on-line stock trading has
increased as more firms have begun delivering that service. Conversely, the supply curve shifts
to the left as the size of an industry shrinks. For example, the supply of manual typewriters

declined dramatically in the 1990s as the number of producers dwindled.

Unit-3
Meaning and Concept of Production

Production

Production is transformation of tangible inputs (raw materials, semi-finished goods, Sub assemblies) and
intangible inputs (ideas, information, knowledge) into output(goods or services) in a specific period of
time at given state of technology. Resources are used in this process to create an output that is suitable

for use or has exchange value.

Factor of production

In economics, factors of production are the inputs to the production process. Finished goods are the
output. Input determines the quantity of output i.e. output depends upon input. Input is the starting point
and output is the end point of production process and such input-output relationship is called a
production function. The product of one industry may be used in another industry.

For E.G., wheat is a output for a framer; but when it is used to produce bread it becomes a factor of

production.

There are three basic factors of production:
* Land
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e Labor
* Capital

*Entrepreneur

All three of these are required in combination at a time to produce a commodity.

'Factors of production' may also refer specifically to the 'primary factors', which are stocks including
land, labor (the ability to work), and capital goods applied to production. Materials and energy are
considered secondary factors in classical economics because they are obtained from land, labor and
capital. The primary factors facilitate production but neither become part of the product (as with raw
materials) nor become significantly transformed by the production process (as with fuel used to power
machinery).

Four factors of production
Land

Labor
Capital

P w0 Dd P

Entrepreneur

According to Prof. Benham, "Anything that contributes towards output is a factor of

production.”

Cooperation among factors is essential to produce anything because production is not a job of single

factor.

Production Function

Production is transformation of tangible inputs (raw materials, semi-finished goods, Sub assemblies) and
intangible inputs (ideas, information, knowledge) into output(goods or services) in a specific period of
time at given state of technology. Output is thus, a function of inputs. Technical relation between inputs

and outputs is depicted by production function. It denotes effective combination of inputs.

In economics, a production function relates physical output of a production process to physical inputs
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or factors of production. In macroeconomics, aggregate production functions are estimated to create a
framework in which to distinguish how much of economic growth to attribute to changes in factor
allocation (e.g. the accumulation of capital) and how much to attribute to advancing technology. Some

non-mainstream economists, however, reject the very concept of an aggregate production function.

Concept of production functions

In general, economic output is not a (mathematical) function of input, because any given set of inputs
can be used to produce a range of outputs. To satisfy the mathematical definition of a function, a
production function is customarily assumed to specify the maximum output obtainable from a given set
of inputs. A production function can be defined as the specification of the minimum input requirements
needed to produce designated quantities of output, given available technology. In the production
function, itself, the relationship of output to inputs is non-monetary; that is, a production function relates
physical inputs to physical outputs, and prices and costs are not reflected in the function. In the decision
frame of a firm making economic choices regarding production—how much of each factor input to use
to produce how much output—and facing market prices for output and inputs, the production function
represents the possibilities afforded by an exogenous technology. Under certain assumptions, the
production function can be used to derive a marginal product for each factor. The profit-maximizing
firm in perfect competition (taking output and input prices as given) will choose to add input right up to
the point where the marginal cost of additional input matches the marginal product in additional output.
This implies an ideal division of the income generated from output into an income due to each input
factor of production, equal to the marginal product of each input. The inputs to the production function
are commonly termed factors of production and may represent primary factors, which are stocks.
Classically, the primary factors of production were Land, Labor and Capital. Primary factors do not
become part of the output product, nor are the primary factors, themselves, transformed in the
production process.

Production function differs from firm to firm, industry to industry. Any change in the state of technology
or managerial ability disturbs the original production function. Production function can be represented

by schedules, graph, tables, mathematical equations, TP, AP & MP Curves, isoquant and so on.
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Specifying the production function

A production function can be expressed in a functional form as the right side of

Q=f(K,L,1,0)

Where:

Q = quantity of output

K, L, I, O stand for quantities of factors of production (capital, labour, land or
organization respectively) used in production

Stages of production
To simplify the interpretation of a production function, it is common to divide its range into 3 stages as

follows:

Stage 1 (from the origin to point B): the variable input is being used with increasing output per unit,
the latter reaching a maximum at point B (since the average physical product is at its maximum at that
point). Because the output per unit of the variable input is improving throughout stage 1, a price-taking
firm will always operate beyond this stage.

Stage 2: output increases at a decreasing rate, and the average and marginal physical product are
declining. However, the average product of fixed inputs (not shown) is still rising, because output is
rising while fixed input usage is constant. In this stage, the employment of additional variable inputs
increases the output per unit of fixed input but decreases the output per unit of the variable input. The
optimum input/output combination for the price-taking firm will be in stage 2, although a firm facing a

downward-sloped demand curve might find it most profitable to operate in Stage 1.

Stage 3: too much variable input is being used relative to the available fixed inputs. Variable inputs are
over-utilized in the sense that their presence on the margin obstructs the production process rather than
enhancing it. The output per unit of both the fixed and the variable input declines throughout this stage.
At the boundary between stage 2 and stage 3, the highest possible output is being obtained from
the fixed input.
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ISO QUANTS

An isoquant (iso product) is a curve on which the various combinations of labour and capital show the
same output. According to Cohen and Cyert, “An isoproduct curve is a curve along which the maximum
achievable rate of production is constant.” It is also known as a production indifference curve or a
constant product curve. Just as indifference curve shows the various combinations of any two
commodities that give the consumer the same amount of satisfaction (iso-utility), similarly an isoquant
indicates the various combinations of two factors of production which give the producer the same level
of output per unit of time. Table 24.1 shows a hypothetical isoquant schedule of a firm producing 100
units of a good.

TABLE 24.1: Isoquant Schedule:

Combination |Units ofUnits ofiTotal Output (in
Capital Labour units)

A 9 5 100

B 6 10 100

C 4 15 100

D 3 20 100

This Table 24.1 is illustrated on Figure 24.1 where labour units are measured along the X-axis and
capital units on the K-axis. The first, second, third and the fourth combinations are shown as A, S, C and
D respectively. Connect all these points and we have a curve 1Q.

This is an isoquant. The firm can produce 100 units of output at point A on this curve by having a
combination of 9 units of capital and 5 units of labour. Similarly, point B shows a combination of 6 units
of capital and 10 units of labour; point C,4 units of capital and’ 15 units of labour; and point D, a
combination of 3 units of capital and 20 units of labour to yield the same output of 100 units.

An isoquant map shows a number of isoquants representing different amounts of output. In Figure 24.1,
curves 1Q, 1Q1 and 1Q2 show an isoquant map. Starting from the curve 1Q which yields 100 units of
product, the curve 1Q1, shows 200 units and the 1Q2 curve 300 units of the product which can be

produced with altogether different combinations of the two factors.

Properties of Isoquants:

Isoquants possess certain properties which are similar to those of indifference curves.
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(1) Isoquants are negatively inclined:

If they do not have a negative slope, certain logical absurdities follow. If the isoquant slopes upward to
the right, it implies that both capital and labour increase but they produce the same output. In Figure
24.2 (A), combination B on the 1Q curve having a larger amount of both capital and labour (OC1 +OL1
> OC + OL) will yield more output than before. Therefore, point A and B on the IQ curve cannot be of
equal product.

Suppose the isoquant is vertical as shown in Figure 24.2 (B), which implies a given amount of labour is
combined with different units of capital. Since OL of labour and OC1 of capital will produce a larger
amount than produced by OL of labour and OC of capital, the isoquant IQ cannot be a constant product
curve.

Take Figure 24.2 (C) where the isoquant is horizontal which means combining more of labour with the
same quantity of capital. Here OC of capital and OL1 of labour will produce a larger or smaller amount
than produced by the combination OC of capital and OL of labour. Therefore, a horizontal isoquant
cannot be an equal product curve.

Thus it is clear that an isoquant must slope downward to the right as shown in Figure 24.2 (D) where
points A and B on the IQ curve are of equal quantity. As the amount of capital decreases from OC to

OCl1 and that of labour increases from OL to OL1 so that output remains constant.

iA) (8) (C) (D)
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(2) An Isoquant lying above and to the right of another represents a higher output level. In Figure 24.3
combination B on IQ1 curve shows larger output than point A on the curve 1Q. The combination of OC
of capital and OL of labour yields 100 units of product while OCL1 of capital and OL1 of labour produce
200 units. Therefore, the isoquant 1Q1 which lies above and to the right of the isoquant 1Q, represents a

larger output level.
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(3) No two isoquants can intersect each other. The absurd conclusion that follows when two isoquants
cut each other is explained with the aid of Figure 24.4. On the isoquant 1Q, combination A =B. And on
the isoquant 1Q1 combination R=S. But combination S is preferred to combination B, being on the
higher portion of isoquant Q1. On the other hand, combination A is preferred to R, the former being on
the higher portion of the isoquant 1Q. To put it algebraically, it means that S> B and R< A. But this is
logically absurd because S combination is as productive as R and A combination produces as much as B.
Therefore, the same combination cannot both be less and more productive at the same time. Hence two

isoquants cannot intersect each other.
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Fig. 24.4

(4) 1soquants need not be parallel because the rate of substitution between two factors is not necessarily
the same in all the isoquant schedules.

(5) In between two isoquants there can be a number of isoquants showing various levels of output which
the combinations of the two factors can yield. In fact, in between the units of output 100, 200, 300, etc.
represented on isoquants there can be innumerable isoquants showing 120, 150, 175,235, or any other
higher or lower unit.

(6) Units of output shown on isoquants are arbitrary. The various units of output such as 100, 200, 300,
etc., shown in an isoquant map are arbitrary. Any units of output such as 5, 10, 15, 20 or 1000, 2000,
3000, or any other units can he taken.

(7) No isoquant can touch either axis. If an isoquant touches X-axis, it would mean that the product is
being produced with the help of labour alone without using capital at all. This is a logical absurdity for
OL units of labour alone are incapable of producing anything. Similarly, OC units of capital alone
cannot produce anything without the use of labour. Therefore 1Q and 1Q1 cannot be isoquants, as shown
in Figure 24.5.
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(8) Each isoquant is convex to the origin:

As more units of labour are employed to produce 100 units of the product, lesser and lesser units of
capital are used. This is because the marginal rate of substitution between two factors diminishes. In
Figure 24.6, in order to produce 100 units of the product, as the producer moves along the isoquant from
combination A to B and to C and D, he gives up smaller and smaller units of capital for additional units
of labour. To maintain the same output of 100 units, BR less of capital and relatively RC more of labour
is used.

If he were producing this output with the combination D, he would be employing CT less of capital and
relatively TD more of labour. Thus the isoquants are convex to the origin due to diminishing marginal
rate of substitution. This fact becomes clear from successively smaller triangles below the IQ curve A
ASB > ABRC > A CTD.

(9) Each isoquant is oval-shaped:

It is elliptical which means that at some point it begins to recede from each axis. This shape is a
consequence Labour of fact that if a producer uses more of capital or more of labour or more Fig. 24.6
of both than is necessary, the total product will eventually decline.

The firm will produce only in those segments of the isoquants which are convex to the origin and lie
between the ridge lines.

This is the economic region of production. In Figure 24.7, oval-shaped isoquants are shown. Curves OA
and OB are the ridge lines and in between them economically feasible units of capital and labour can be
employed to produce 100, 200, 300 and 400 units of the product. For example, OT units of labour and
ST units of the capital can produce 100 units of the product, but the same output can be obtained by

using the same quantity of labour OT and less quantity of capital VT.
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Thus only an unwise entrepreneur will produce in the dotted region of the isoquant 100. The dotted
segments of an isoquant are the waste- bearing segments. They form the uneconomic regions of
production. In the upper dotted portion, more capital and in the lower dotted portion more labour than
necessary is employed. Hence GH, JK, LM, and NP segments of the elliptical curves are the iso- quants.

Capital

Isocost Curves:

Having studied the nature of isoquants which represent the output possibilities of a firm from a given
combination of two inputs, we pass on to the prices of the inputs as represented on the isoquant map by
the isocost curves. These curves are also known as outlay lines, price lines, input-price lines, factor-cost
lines, constant-outlay lines, etc. Each isocost curve represents the different combinations of two inputs
that a firm can buy for a given sum of money at the given price of each input.

Figure, 24.8 (A) shows three isocost curves AB, CD and EF, each represents a total outlay of 50, 75 and
100 respectively. The firm can hire OC of capital or OD of labour with Rs. 75. OC is 2/3 of OD which
means that the price of a unit of labour is 1% times less than that of a unit of capital. The line CD
represents the price ratio of capital and labour. Prices of factors remaining the same, if the total outlay is
raised, the isocost curve will shift upward to the right as EF parallel to CD, and if the total outlay is
reduced it will shift downwards to the left as AB. The isocosts are straight lines because factor prices
remain the same whatever the outlay of the firm on the two factors. The isocost curves represent the
locus of all combinations of the two input factors which result in the same total cost. If the unit cost of
labour (L) is w and the unit cost of capital (C) is r, then the total cost: TC = wL + rC. The slope of the
isocost line is the ratio of prices of labour and capital i.e., wir.

The point where the isocost line is tangent to an isoquant represents the least cost combination of the
two factors for producing a given output. If all points of tangency like LMN are joined by a line, it is
known as an output- factor curve or least-outlay curve or the expansion path of a firm. Salvatore defines
expansion path as “the locus of points of producer’s equilibrium resulting from changes in total outlays
while keeping factor prices constant.” It shows how the proportions of the two factors used might be

changed as the firm expands.
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For example, in Figure 24.8 (A) the proportions of capital and labour used to produce 200 (1Q1) units of
the product are different from the proportions of these factors used to produce 300 (1Q2) units or 100
(OQ) units at the lowest cost.
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Fig. 24.8
Like the price-income line in the indifference curve analysis, a relative cheapening of one of the factors
to that of another will extend the isocost line to the right. If one of the factors becomes relatively dearer,
the isocost line will contract inward to the left. Given the price of capital, if the price of labour falls, the
isocost line EF in Panel (B) will extend to the right as EG and if the price of labour rises, the isocost line
EF will contract inward to the left as EH. if the equilibrium points L, M, and N are joined by a line, it is
called the price-factor curve.
The Principle of Marginal Rate of Technical Substitution:
The principle of marginal rate of technical substitution (MRTS or MRS) is based on the production
function where two factors can be substituted in variable proportions in such a way as to produce a
constant level of output.
The marginal rate of technical substitution between two factors C (capital) and L (labour), MRTSLC is
the rate at which L can be substituted for C in the production of good X without changing the quantity of
output. As we move along an isoquant downward to the right, each point on it represents the substitution
of labour for capital.
MRTS is the loss of certain units of capital which will just be compensated for by additional units of
labour at that point. In other words, the marginal rate of technical substitution of labour for capital is the
slope or gradient of the isoquant at a point. Accordingly, slope = MRTSLC = — A C/A L. This can be
understood with the aid of the isoquant schedule, in Table 24.2.
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TABLE 24.2: Isoquant Schedule:

Combination| Labour | Capital | MRTSLC | Output
1 5 9 _ 100
2 10 6 35 100
3 15 4 2:5 100
4 20 3 L;5 100

The above table shows that in the second combination to keep output constant at 100 units, the reduction
of 3 units of capital requires the addition of 5 units of labour, MRTSLC = 3:5. In the third combination,
the loss of 2 units of capital is compensated for by 5 more units of labour, and so on.

In Figure 24.9 at point B, the marginal rate of technical substitution is AS/SB, at point G, it is BT/TG
and at H, it is GR/ RH.
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The isoquant reveals that as the units of labour are successively increased into the factor-combination to
produce 100 units of good X, the reduction in the units of capital becomes smaller and smaller. It means
that the marginal rate of technical substitution is diminishing. This concept of the diminishing marginal
rate of technical substitution (DMRTS) is parallel to the principle of diminishing marginal rate of
substitution in the indifference curve technique.

This tendency of diminishing marginal substitutability of factors is apparent from Table 24.2 and Figure
24.9. The MRTSLC continues to decline from 3:5 to 1:5 whereas in the Figure 24.9 the vertical lines
below the triangles on the isoquant become smaller and smaller as we move downward so that GR < BT
< AS. Thus, the marginal rate of technical substitution diminishes as labour is substituted for capital. It
means that the isoquant must be convex to the origin at every point.

The Law of Variable Proportions:

The behaviour of the law of variable proportions or of the short-run production function when one factor
is constant and the other variable can also be explained in terms of the isoquant analysis. Suppose capital

is a fixed factor and labour is a variable factor. In Figure 24.10., OA and OB are the ridge lines and it is
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in between them that economically feasible units of labour and capital can be employed to produce 100,
200, 300, 400 and 500 units of output.
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It implies that in these portions of the isoquants, the marginal product of labour and capital is positive.
On the other hand, where these ridge lines cut the isoquants, the marginal product of the inputs is zero.
For instance, at point H the marginal product of capital is zero, and at point L the marginal product of
labour is zero. The portion of the isoquant that lies outside the ridge lines, the marginal product of that
factor is negative. For instance, the marginal product of capital is negative at G and that of labour at R.
The law of variable proportions says that, given the technique of production, the application of mote and
more units of a variable factor, say labour, to a fixed factor, say capital, will, until a certain point is
reached, yield more than proportional increases in output, and thereafter less than proportional increases
in output.

Since the law refers to increases in output, it relates to the marginal product. To explain the law, capital
is taken as a fixed factor and labour as a variable factor. The isoquants show different levels of output in
the figure. OC is the fixed quantity of capital which therefore forms a horizontal line CD. As we move
from C to D towards the right on this line, the different points show the effects of the combinations of
successively increasing quantities of labour with fixed quantity of capital OC.

To begin with, as we move from C to G to H, it shows the first stage of increasing marginal returns of
the law of variable proportions. When CG labour is employed with OC capital, output is 100. To
produce 200 units of output, labour is increased by GH while the amount of capital is fixed at OC.

The output has doubled but the amount of labour employed has not increased proportionately. It may be
observed that GH < CG, which means that smaller additions to the labour force have led to equal
increment in output. Thus C to H is the first stage of the law of variable proportions in which the
marginal product increases because output per unit of labour increases as more output is produced.

The second stage of the law of variable proportions is the portion of the isoquants which lies in between
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the two ridge lines O A and OB. It is the stage of diminishing marginal returns between points H and L.
As more labour is employed, output increases less than proportionately to the increase in the labour
employed. To raise output to 300 units from 200 units, HJ labour is employed. Further, JK quantity of
labour is required to raise output from 300 to 400 and KL of labour to raise output from 400 to 500.

So, to increase output by 100 units successively, more and more units of the variable factor (labour) are
required to be applied along with the fixed factor (capital) , that is KL>JK>HJ. It implies that the
marginal product of labour continues to decline with the employment of larger quantities to it. Thus as
we more from point H to K, the effect of increasing the units of labour is that output per unit of labour
diminishes as more output is produced. This is known as the stage of diminishing returns.

If labour is employed further, we are outside the lower ridge line OB and enter the third stage of the law
of variable proportions. In this region which lies beyond the ridge line OB there is too much of the
variable factor (labour) in relation to the fixed factor (capital). Labour is thus being overworked and its
marginal product is negative. In other words when the quantity of labour is increased by LR and RS, the
output declines from 500 to 400 and to 300. This is the stage of negative marginal returns.

We arrive at the conclusion that a firm will find it profitable to produce only in the second stage of the
law of variable proportions for it will be uneconomical to produce in the regions to the left or right of the
ridge lines which form the first stage and the third stage of the law respectively.

The Laws of Returns to Scale:

The laws of returns to scale can also be explained in terms of the isoquant approach. The laws of returns
to scale refer to the effects of a change in the scale of factors (inputs) upon output in the long-run when
the combinations of factors are changed in some proportion. If by increasing two factors, say labour and
capital, in the same proportion, output increases in exactly the same proportion, there are constant
returns to scale. If in order to secure equal increases in output, both factors are increased in larger
proportionate units, there are decreasing returns to scale. If in order to get equal increases in output, both
factors are increased in smaller proportionate units, there are increasing returns to scale.

The returns to scale can be shown diagrammatically on an expansion path “by the distance between
successive ‘multiple-level-of-output’ isoquants, that is, isoquants that show levels of output which are
multiples of some base level of output, e.g., 100, 200, 300, etc.”

Increasing Returns to Scale:

Figure 24.11 shows the case of increasing returns to scale where to get equal increases in output, lesser

proportionate increases in both factors, labour and capital, are required.
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It follows that in the figure:
100 units of output require 3C +3L
200 units of output require 5C + 5L
300 units of output require 6C + 6L
So that along the expansion path OR, OA > AB > BC. In this case, the production function is
homogeneous of degree greater than one.
The increasing returns to scale are attributed to the existence of indivisibilities in machines,
management, labour, finance, etc. Some items of equipment or some activities have a minimum size and
cannot be divided into smaller units. When a business unit expands, the returns to scale increase because
the indivisible factors are employed to their full capacity.
Increasing returns to scale also result from specialisation and division of labour. When the scale of the
firm expands there is wide scope for specialisation and division of labour. Work can be divided into
small tasks and workers can be concentrated to narrower range of processes. For this, specialized
equipment can be installed. Thus with specialization, efficiency increases and increasing returns to scale
follow.
Further, as the firm expands, it enjoys internal economies of production. It may be able to install better
machines, sell its products more easily, borrow money cheaply, procure the services of more efficient
manager and workers, etc. All these economies help in increasing the returns to scale more than
proportionately.
Not only this, a firm also enjoys increasing returns to scale due to external economies. When the
industry itself expands to meet the increased ‘long-run demand for its product, external economies
appear which are shared by all the firms in the industry. When a large number of firms are concentrated
at one place, skilled labour, credit and transport facilities are easily available. Subsidiary industries crop
up to help the main industry. Trade journals, research and training centres appear which help in

increasing the productive efficiency of the firms. Thus these external economies are also the cause of
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increasing returns to scale.

Decreasing Returns to Scale:

Figure 24.12 shows the case of decreasing returns where to get equal increases in output, larger
proportionate increases in both labour and capital are required.
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Fig 24,12

It follows that:

100 units of output require 2C + 2L

200 units of output require 5C + 5L

300 units of output require 9C + 9L

So that along the expansion path OR, OG < GH < HK.

In this case, the production function is homogeneous of degree less than one.

Returns to scale may start diminishing due to the following factors. Indivisible factors may become
inefficient and less productive. The firm experiences internal diseconomies. Business may become
unwieldy and produce problems of supervision and coordination. Large management creates difficulties
of control and rigidities. To these internal diseconomies are added external diseconomies of scale. These
arise from higher factor prices or from diminishing productivities of the factors.

As the industry continues to expand the demand for skilled labour, land, capital, etc. rises. There being
perfect competition, intensive bidding raises wages, rent and interest. Prices of raw materials also go up.
Transport and marketing difficulties emerge. All these factors tend to raise costs and the expansion of
the firms leads to diminishing returns to scale so that doubling the scale would not lead to doubling the
output.

Constant Returns to Scale:

Figure 24.13 shows the case of constant returns to scale. Where the distance between the isoquants 100,
200 and 300 along the expansion path OR is the same, i.e., OD = DE = EF. It means that if units of both
factors, labour and capital, are doubled, the output is doubled. To treble output, units of both factors are
trebled.
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It follows that:

100 units of output require 1 (2C + 2L) = 2C + 2L

200 units of output require 2(2C + 2L) = 4C + 4L

300 units of output require 3(2C + 2L) = 6C + 6L

The returns to scale are constant when internal economies enjoyed by a firm are neutralised by internal
diseconomies so that output increases in the same proportion. Another reason is the balancing of
external economies and external diseconomies. Constant returns to scale also result when factors of
production are perfectly divisible, substitutable, homogeneous and their supplies are perfectly elastic at
given prices.

That is why, in the case of constant returns to scale, the production function is homogeneous of degree
one.

Relation between Returns to Scale and Returns to a Factor (Law of Returns to Scale and Law of
Diminishing Returns):

Returns to a factor and returns to scale are two important laws of production. Both laws explain the
relation between inputs and output. Both laws have three stages of increasing, decreasing and constant
returns. Even then, there are fundamental differences between the two laws.

Returns to a factor relate to the short period production function when one factor is varied keeping the
other factor fixed in order to have more output, the marginal returns of the variable factor diminish. On
the other hand, returns to scale relate to the long period production function when a firm changes its
scale of production by changing one or more of its factors.

We discuss the relation between the returns to a factor (law of diminishing returns) and returns to scale
(law of returns to scale) on the assumptions that:

(1) There are only two factors of production, labour and capital.

(2) Labour is the variable factor and capital is the fixed factor.

(3) Both factors are variable in returns to scale.
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(4) The production function is homogeneous.

Given these assumptions, we first explain the relation between constant return to scale and returns to a
variable factor in terms of Figure 24.14 where OS is the expansion path which shows constant returns to
scale because the difference between the two isoquants 100 and 200 on the expansion path is equal i.e.,
OM = MN. To produce 100 units, the firm uses OC + OL quantities of capital and labour and to double
the output to 200 units, double the quantities of labour and capital are required so that OC1 + OL2 lead

to this output level at point N. Thus there are constant returns to scale because OM = MN.
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To prove that returns to the variable factor, labour, diminish, we take OC of capital as the fixed factor,
represented by the CC, line. Keeping C as constant, if the amount of labour is doubled by LL2, we reach
point K which lies on a lower isoquant 150 than the isoquant 200. By keeping C constant, 1] if the output
is to be doubled from 100 to 200 units, then L3 units o of labour will be required. But L3 > L2. Thus by
doubling the units of labour with constant C2, the output less than doubles. It is 150 units at point K
instead of 200 units at point P. This shows that the marginal returns of the variable factor, labour, have
diminished.

As pointed out by Stonier and Hague, “So, if production function were always homogeneous of the first
degree and if returns to scale were always constant, marginal physical productivity (returns) would
always fall.”

The relation between diminishing returns to scale and return to a variable factor is explained with the
help of Figure 24.15 where OS is the expansion path which depicts diminishing returns to scale because
the segment MN>OM. It means that in order to double the output from 100 to 200, more than double the

amounts of both factors are required.
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Alternatively, if both factors are doubled to OC2+ OL2 they lead to the lower output level isoquant 175
at point R than the isoquant 200 which shows diminishing returns to scale. If C is kept constant and the
amount of variable factor, labour, is doubled by LL2 we reach point K which lies on a still lower level of
output represented by the isoquant 140. This proves that the marginal returns (or physical productivity)
of the variable factor, labour, have diminished.

3. Now we take the relation between increasing returns to scale and returns to a variable factor. This is
explained in terms of Figure 24.16 (A) and (B). In Panel (A), the expansion path OS depicts increasing
returns to scale because the segment OM > MN. It means that in order to double the output from 100 to
200, less than double the amounts of both factors will be required. If C is kept constant and the amount
of variable factor, labour, is doubled by LL2 the level of output is reached at point K which shows
diminishing marginal returns as represented by the lower isoquant 160 than the isoquant 200 when
returns to scale are increasing.

In case the returns to scale are increasing strongly, that is, they are highly positive they will offset the
diminishing marginal returns of the variable factor, labour. Such a situation leads to increasing marginal
returns. This is explained in Panel (B) of Figure 24.16 where on the expansion path OS, the segment OM
> MN, thereby showing increasing returns to scale. When the amount of the variable factor, labour, is
doubled by LL2 while keeping C as constant, we reach the output level K represented by the isoquant
250 which is at a higher level than the isoquant 200. This shows that the marginal returns of the variable

factor, labour, have increased even when there are increasing returns to scale.
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Conclusion:

It can be concluded from the above analysis that under a homogeneous production function when a fixed
factor is combined with a variable factor, the marginal returns of the variable factor diminish when there
are constant, diminishing and increasing returns to scale. However, if there are strong increasing returns
to scale, the marginal returns of the variable factor increase instead of diminishing.

Choice of Optimal Factor Combination or Least Cost Combination of Factors or Producer’s
Equilibrium:

A profit maximisation firm faces two choices of optimal combination of factors (inputs): First, to
minimise its cost for a given output; and second, to maximise its output for a given cost. Thus the least
cost combination of factors refers to a firm producing the largest volume of output from a given cost and
producing a given level of output with the minimum cost when the factors are combined in an optimum
manner. We study these cases separately.

Cost-Minimisation for a Given Output:

In the theory of production, the profit maximisation firm is in equilibrium when, given the cost-price
function, it maximises its profits on the basis of the least cost combination of factors. For this, it will
choose that combination which minimises its cost of production for a given output. This will be the

optimal combination for it.

Assumptions:

This analysis is based on the following assumptions:
1. There are two factors, labour and capital.

2. All units of labour and capital are homogeneous.

3. The prices of units of labour (w) and that of capital (r) are given and constant.
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4. The cost outlay is given.

5. The firm produces a single product.

6. The price of the product is given and constant.

7. The firm aims at profit maximisation.

8. There is perfect competition in the factor market.

Given these assumptions, the point of least-cost combination of factors for a given level of output is
where the isoquant curve is tangent to an isocost line. In Figure 24.17, the isocost line GH is tangent to
the isoquant 200 at point M. The firm employs the combination of OC of capital and OL of labour to
produce 200 units of output at point M with the given cost- outlay GH. At this point, the firm is
minimising its cost for producing 200 units. Any other combination on the isoquant 200, suchas R or T,
is on the higher isocost line KP which shows higher cost of production. The isocost line EF shows lower
cost but output 200 cannot be attained with it. Therefore, the firm will choose the minimum cost point M
which is the least-cost factor combination for producing 200 units of output. M is thus the optimal
combination for the firm.

O =X

Capital
m
=

T

200

0 L SR R
Labour
Fig.24.17

The point of tangency between the isocost line and the isoquant is an important first order condition but
not a necessary condition for the producer’s equilibrium. There are two essential or second order
conditions for the equilibrium of the firm.

1. The first condition is that the slope of the isocost line must equal the slope of the isoquant curve. The
Slope of the isocost line is equal to the ratio of the price of labour (w) to the price of capital (r) i.e., wir.
The slope of the isoquant curve is equal to the marginal rate of technical substitution of labour and
capital (MRTSLC) which is, in turn, equal to the ratio of the marginal product of labour to the marginal
product of capital (MPL/MPC). Thus the equilibrium condition for optimality can be written as:

The second condition is that at the point of tangency, the isoquant curve must he convex to the origin. In
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other words, the marginal rate of technical substitution of labour for capital (MRTSLC) must be
diminishing at the point of tangency for equilibrium to be stable. In Figure 24.18, S cannot be the point
of equilibrium, for the isoquant 1Q1, is concave where it is tangent to the isocost line GH. At point S, the
marginal rate of technical substitution between the two factors increases if move to the right m or left on
the curve 1Q1.
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Moreover, the same output level can be produced at a lower cost CD or EF and there will be a corner
solution either at C or F. If it decides to produce at EF cost, it can produce the entire output with only
OF labour. If, on the other hand, it decides to produce at a still lower cost CD, the entire output can be
produced with only OC capital. Both the situations are impossibilities because nothing can be produced
either with only labour or only capital. Therefore, the firm can produce the same level of output at point
M where the isoquant curve I1Q is convex to the origin and is tangent to the isocost line GH. The analysis

assumes that both the isoquants represent equal level of output, 1Q = 1Q1.

Output-Maximisation for a Given Cost:

The firm also maximises its profits by maximising its output, given its cost outlay and the prices of the
two factors. This analysis is based on the same assumptions, as given above. The conditions for the
equilibrium of the firm are the same, as discussed above.

1. The firm is in equilibrium at point P where the isoquant curve 200 is tangent to the isocost line CL. At
this point, the firm is maximising its output level of 200 units by employing the optimal combination of
OM of capital and ON of labour, given its cost outlay CL. But it cannot be at points E or F on the isocost
line CL, since both points give a smaller quantity of output, being on the isoquant 100, than on the
isoquant 200. The firm can reach the optimal factor combination level of maximum output by moving

along the isocost line CL from either point E or F to point P. This movement involves no extra cost
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because the firm remains on the same isocost line. The firm cannot attain a higher level of output such as
isoquant 300 because of the cost constraint.

Thus the equilibrium point has to be P with optimal factor combination OM + ON. At point P, the slope
of the isoquant curve 200 is equal to the slope of the isocost line CL. It implies that
w/r=MPL/MPC=MRTSLC

2.The second condition is that the isoquant curve must be convex to the origin at the point of tangency

with the isocost line, as explained above in terms of Figure 24.18.

Unit -4

Concept of Cost

The term ‘cost’ means the amount of expenses [actual or national] incurred on or attributable to
specified thing or activity. A producer requires various factors of production or inputs for producing
commodity. He pays them in a form of money. Such money expenses incurred by a firm in the

production of a commodity are called cost of production.

As per Institute of cost and work accounts (ICWA) India, Cost is ‘measurement in monetary terms of the
amount of resources used for the purpose of production of goods or rendering services. To get the results
we make efforts. Efforts constitute cost of getting the results. It can be expressed in terms of money; it

means the amount of expenses incurred on or attributable to some specific thing or activity.

Short run cost & long run cost

Short-run cost

Short run cost varies with output, when unlike long run cost all the factors are not variable. This cost
becomes relevant, when a firm has to decide whether or not to produce more in the immediate future.
This cost can be divided into two components of fixed and variable cost on the basis of variability of

factors of production.

1. Fixed cost: In the short period the expenses incurred on fixed factors are called the fixed cost. These
costs don’t change with changes in level of output.

“The fixed cost is those cost that don’t vary with the size of output.”
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2. Variable cost: VC are those costs which are incurred on the use of variable factors of production.
They directly change with production. The rate of increase of total variable cost is determined by the law

of returns.

3. Total cost: TC of a firm for various levels of output are the sum of total fixed cost and total variable
cost.

4. Average cost: per unit cost of a good is called its average cost. Average cost is total cost divided by
output.

AC=TC/Q
AC= AFC+AVC

a) Average fixed cost: AFC is total fixed cost /total output. AFC is the per unit cost of the fixed factor

of production.

b) Average variable cost: AVC is found by dividing the total variable cost by the

total unit of output.

5. Marginal cost: MC is the addition made to the total cost by the production of one more unit of a

commodity.

MC = TCn — (TCn -1)
MC=_TC/ Q

Long-run cost
In the long run, all factors of production are variable. Hence there is no distinction between fixed and

variable cost. All cost are variable cost and there is nothing like fixed cost.

a) Long run average cost

b) Long run marginal cost
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a) Long run avg. cost: LRAC refers to minimum possible per unit cost of producing different quantities

of output of a good in the long period.

b) Long run marginal cost: change in the total cost in the long run, due to the

production of one more unit, is called LRMC.

Economies and Diseconomies of Scale
» Economies of scale are the cost advantages that a business can exploit by expanding the scale of

production

* The effect is to reduce the long run average (unit) costs of production.
* These lower costs are an improvement in productive efficiency and can benefit consumers in the form

of lower prices. But they give a business a competitive advantage tool.

Internal Economies of Scale.

Internal economies of scale arise from the growth of the business itself. Examples include:

1. Technical economies of scale:

a. Large-scale businesses can afford to invest in expensive and specialist capital
machinery. For example, a supermarket chain such as Tesco or Sainsbury can
invest in technology that improves stock control. It might not, however, be viable

or cost-efficient for a small corner shop to buy this technology.

b. Specialization of the workforce: Larger businesses split complex production processes into separate
tasks to boost productivity. The division of labour in mass production of motor vehicles and in

manufacturing electronic products is an example.

c. The law of increased dimensions. This is linked to the cubic law where doubling the height and

width of a tanker or building leads to a more than proportionate increase in the cubic capacity — this is an
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important scale economy in distribution and transport industries and also in travel and leisure sectors.

2. Marketing economies of scale and monopsony power: A large firm can spread its advertising and
marketing budget over a large output and it can purchase its inputs in bulk at negotiated discounted
prices if it has monopsony (buying) power in the market.

A good example would be the ability of the electricity generators to negotiate lower prices when
negotiating coal and gas supply contracts. The big food retailers have monopsony power when
purchasing supplies from farmers.

3. Managerial economies of scale: This is a form of division of labour. Large-scale manufacturers

employ specialists to supervise production systems and oversee human resources.

4. Financial economies of scale: Larger firms are usually rated by the financial markets to be more
‘credit worthy’ and have access to credit facilities, with favorable rates of borrowing. In contrast,
smaller firms often face higher rates of interest on overdrafts and loans. Businesses quoted on the stock
market can normally raise fresh money (i.e. extra financial capital) more cheaply through the issue of
equities. They are also likely to pay a lower rate of interest on new company bonds issued through the

capital markets.

5. Network economies of scale: This is a demand-side economy of scale. Some networks and services
have huge potential for economies of scale. That is, as they are more widely used they become more
valuable to the business that provides them. The classic examples are the expansion of a common
language and a common currency. We can identify networks economies in areas such as online
auctions, air transport networks. Network economies are best explained by saying that the marginal
cost of adding one more user to the network is close to zero, but the resulting benefits may be huge
because each new user to the network can then interact, trade with all of the existing members or parts

of the network. The expansion of e-commerce is a great example of network economies of scale

External economies of scale

* External economies of scale occur within an industry and from the expansion of it
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» Examples include the development of research and development facilities in local universities that
several businesses in an area can benefit from and spending by a local authority on improving the

transport network for a local town or city.

* Likewise, the relocation of component suppliers and other support businesses close to the main

centre of manufacturing are also an external cost saving.

Diseconomies of scale
A firm may eventually experience a rise in average costs caused by diseconomies of scale.
Diseconomies of scale a firm might be caused by:

1. Control — monitoring the productivity and the quality of output from thousands of employees in big
corporations is imperfect and costly.

2. Co-operation - workers in large firms may feel a sense of alienation and subsequent loss of morale. If
they do not consider themselves to be an integral part of the business, their productivity may fall leading
to wastage of factor inputs and higher costs. A fall in productivity means that workers may be less

productively efficient in larger firms.

3. Loss of control over costs — big businesses may lose control over fixed costs such as expensive head
offices, management expenses and marketing costs. There is also a risk that very expensive capital
projects involving new technology may prove ineffective and leave the business with too much under-

utilized capital.

Evaluation: Do economies of scale always improve the welfare of consumers?

 Standardization of products: Mass production might lead to a standardization of products —

limiting the amount of consumer choice.

« Lack of market demand: Market demand may be insufficient for economies of scale to be fully

exploited leaving businesses with a lot of spare capacity.
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» Developing monopoly power: Businesses may use economies of scale to build up monopoly power
and this might lead to higher prices, a reduction in consumer welfare and a loss of allocative efficiency.

* Protecting monopoly power: Economies of scale might be used as a barrier to entry —whereby
existing firms can drive prices down if there is a threat of the entry of new suppliers.

Explicit Cost and Implicit Cost

Explicit cost:

All those expenses that a firm incurs to make payment to others are called explicit cost. An explicit cost
is a direct payment made to others in the course of running a business, such as wage, rent and materials.
Explicit costs are taken into account along with implicit ones when considering economic profit.

Accounting profit only takes explicit costs into account.

Implicit cost:

Implicit cost is the cost of entrepreneur’s own factors or resources. These includes the rewards for the
entrepreneurs self owned land, building, labour & capital. In economics, an implicit cost, also called an
imputed cost, implied cost.

Implicit costs also represent the divergence between economic profit (total revenues minus total costs,
where total costs are the sum of implicit and explicit costs) and accounting profit (total revenues minus
only explicit costs). Since economic profit includes these extra opportunity costs, it will always be less

than or equal to accounting profit.

Private and Social Cost

Private cost refers to the cost of production incurred & provided for by an individual firm engaged in
the production of a commodity. It is found out to get private profits. It includes both explicit as well as
implicit cost. A firm is interested in minimizing private cost. Social cost refers to the cost of producing a
commodity to the society as a whole. It takes into consideration of all those costs which were borne by
the society directly or indirectly. It is a sum of private cost & external cost. for example, from pollution

of the atmosphere.
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SOCIAL COST = PRIVATE COST + EXTERNALITY

For example: - a chemical factory emits wastage as a by-product into nearby rivers and into the
atmosphere. This creates negative externalities which impose higher social costs on other firms and
consumers. e.g. clean up costs and health costs.

Another example of higher social costs comes from the problems caused by traffic congestion in towns,
cities and on major roads and motor ways. It is important to note though that the manufacture, purchase
and use of private cars can also generate external benefits to society. This why cost-benefit analysis can
be useful in measuring and putting some monetary value on both the social costs and benefits of
production.

Key Concepts:

Private Costs + External Costs = Social Costs

If external costs > 0, then private costs < social costs.

Then society tends to:

* Price the good or service too low and Produces or consumes too much of the good or

service.

Different Costs Matter:

Private costs for a producer of a good, service, or activity include the costs the firm pays to purchase
capital equipment, hire labor, and buy materials or other inputs. While this is straightforward from the
business side, it also is important to look at this issue from the consumers’ perspective. Field, in his 1997
text, Environmental Economics provides an example of the private costs a consumer faces when driving
acar:

The private costs of this (driving a car) include the fuel and oil, maintenance, depreciation, and even the
drive time experienced by the operator of the car.

Private costs are paid by the firm or consumer and must be included in production and consumption
decisions. In a competitive market, considering only the private costs will lead to a socially efficient rate

of output only if there are no external costs.

External costs, on the other hand, are not reflected on firms’ income statements or in consumers’
decisions. However, external costs remain costs to society, regardless of who pays for them. Consider a

firm that attempts to save money by not installing water pollution control equipment. Because of the
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firm’s actions, cities located down river will have to pay to clean the water before it is fit for drinking,
the public may find that recreational use of the river is restricted, and the fishing industry may be
harmed. When external costs like these exist, they must be added to private costs to determine social
costs and to ensure that a socially efficient rate of output is generated.

Social costs include both the private costs and any other external costs to society arising from the
production or consumption of a good or service. Social costs will differ from private costs, for example,
if a producer can avoid the cost of air pollution control equipment allowing the firm’s production to
imposes costs (health or environmental degradation) on other parties that are adversely affected by the
air pollution. Remember too, it is not just producers that may impose external costs on society. Let’s
also view how consumers’ actions also may have external costs using Field’s previous example on
driving: The social costs include all these private costs (fuel, oil, maintenance, insurance, depreciation,
and operator’s driving time) and also the cost experienced by people other than the operator who are
exposed to the congestion and air pollution resulting from the use of the car. The key point is that even if
a firm or individual avoids paying for the external costs arising from their actions, the costs to society as
a whole (congestion, pollution, environmental cleanup, visual degradation, wildlife impacts, etc.)
remain. Those external costs must be included in the social costs to ensure that society operates at a
socially efficient rate of output.

Revenue Concept

Revenue refers to the amount received by a firm from the sale of a given quantity of a commodity in the
market.

Revenue is a very important concept in economic analysis. It is directly influenced by sales level, i.e., as

sales increases, revenue also increases.

The concept of revenue consists of three important terms; Total Revenue, Average Revenue and

Marginal Revenue

Revenue

| : !
Towal Revanue Average Revenue Marginal Revenue
(TR) (AR) (MR)
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Total Revenue (TR):

Total Revenue refers to total receipts from the sale of a given quantity of a commodity. It is the total
income of a firm. Total revenue is obtained by multiplying the quantity of the commodity sold with the
price of the commaodity.

Total Revenue = Quantity x Price

For example, if a firm sells 10 chairs at a price of Rs. 160 per chair, then the total revenue will be: 10
Chairs x Rs. 160 = Rs 1,600

Average Revenue (AR):

Average revenue refers to revenue per unit of output sold. It is obtained by dividing the total revenue by
the number of units sold.

Average Revenue = Total Revenue/Quantity

For example, if total revenue from the sale of 10 chairs @ Rs. 160 per chair is Rs. 1,600, then:

Average Revenue = Total Revenue/Quantity = 1,600/10 = Rs 160

AR and Price are the Same:

AR is equal to per unit sale receipts and price is always per unit. Since sellers receive revenue according
to price, price and AR are one and the same thing.

This can be explained as under:

TR = Quantity x Price ... (1)

AR = TR/Quantity ...... (2)

Putting the value of TR from equation (1) in equation (2), we get

AR = Quantity x Price / Quantity

AR = Price

AR Curve and Demand Curve are the Same:

A buyer’s demand curve graphically represents the quantities demanded by a buyer at various prices. In
other words, it shows the various levels of average revenue at which different quantities of the good are
sold by the seller. Therefore, in economics, it is customary to refer AR curve as the Demand Curve of a
firm.

Marginal Revenue (MR):

Marginal revenue is the additional revenue generated from the sale of an additional unit of output. It is
the change in TR from sale of one more unit of a commodity.

MR = TRn-TRn-1

Where:
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MRy = Marginal revenue of nth unit;

TRn = Total revenue from n units;

TR n1 = Total revenue from (n — 1) units; n = number of units sold For example, if the total revenue
realised from sale of 10 chairs is Rs. 1,600 and that from sale of 11 chairs is Rs. 1,780, then MR of the
11th chair will be:

MR11 = TR11 — TR1o

MR11 = Rs. 1,780 — Rs. 1,600 = Rs. 180

One More way to Calculate MR:

We know, MR is the change in TR when one more unit is sold. However, when change in units sold is
more than one, then MR can also be calculated as:

MR = Change in Total Revenue/ Change in number of units = ATR/AQ

Let us understand this with the help of an example: If the total revenue realised from sale of 10 chairs is
Rs. 1,600 and that from sale of 14 chairs is Rs. 2,200, then the marginal revenue will be:

MR = TR of 14 chairs — TR of 10 chairs / 14 chairs -10 chairs = 600/4 = Rs. 150

TR is summation of MR:

Total Revenue can also be calculated as the sum of marginal revenues of all the units sold.

It means, TRh=MR1+ M2+ MRz +.......... MR,

or, TR =Y MR

The concepts of TR, AR and MR can be better explained through Table 7.1.

Table 7.1: TR, AR and MR:

Units Price Total Average Marginal

Sold (Rs.) (P) | Revenue (Rs.) | Revenue Revenue  (Rs.)

Q) TR=QxP (Rs.) AR =| MRy=TRn-TRn1
TR+Q =P

1 10 10=1x10 10=10+1 10 =10-0

2 9 18 =2x9 9=18+2 8 =18-10

3 8 24 =3x8 8=24+3 6 =24-18

4 7 28 = 4x7 7=28+4 4 =28-24

5 6 30 = 5x6 6=30+5 2 =30-28

6 5 30=6x5 5=30+6 0 =30-30

7 4 28 =7x4 4=28+7 TRUE
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STATISTICAL METHOD-I (103)
Define ‘Statistics’ and give characteristics of ‘Statistics’.
,»Statistics™ means numerical presentation of facts. Its meaning is divided into two forms - in plural form
and in singular form.
Statistics™ means a collection of numerical facts or data example price statistics, agricultural statistics,
production statistics, etc. In singular form, the word means the statistical methods with the help of which

collection, analysis and interpretation of data are accomplished.

Characteristics of Statistics - a) Aggregate of facts/data

b) Numerically expressed

c) Affected by different factors

d) Collected or estimated

e) Reasonable standard of accuracy

) Predetermined purpose

g) Comparable

h) Systematic collection.

Therefore, the process of collecting, classifying, presenting, analyzing and interpreting the numerical

facts, comparable for some predetermined purpose are collectively known as “Statistics”.

What is meant by ‘Data’?
Data refers to any group of measurements that happen to interest us. These measurements provide
information the decision maker uses. Data are the foundation of any statistical investigation and the job

of collecting data is the same for a statistician as collecting stone, mortar, cement, bricks etc. is for a
builder.

Discuss the Scope of Statistics.

Ans.: The scope of statistics is much extensive. It can be divided into two parts — (i) Statistical Methods
such as Collection, Classification, Tabulation, Presentation, Analysis, Interpretation and Forecasting.

(i) Applied Statistics — It is further divided into three parts:

a) Descriptive Applied Statistics: Purpose of this analysis is to provide descriptive information.

b) Scientific Applied Statistics: Data are collected with the purpose of some scientific research and with

the help of these data some particular theory or principle is propounded.
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c) Business Applied Statistics: Under this branch statistical methods are used for the study, analysis and
solution of various problems in the field of business.

State the limitation of statistics?

Scope of statistics is very wide. In any area where problems can be expressed in qualitative form,
statistical methods can be used. But statistics have some limitations

1. Statistics can study only numerical or quantitative aspects of a problem.

2. Statistics deals with aggregates not with individuals.

3. Statistical results are true only on an average.

4. Statistical laws are not exact.

5. Statistics does not reveal the entire story.

6. Statistical relations do not necessarily bring out the cause and effect relationship between
phenomena.

7. Statistics is collected with a given purpose.

8. Statistics can be used only by experts.

What do you mean by Collection of Data? Differentiate between Primary and Secondary Data.

Collection of data is the basic activity of statistical science. It means collection of facts and figures
relating to particular phenomenon under the study of any problem whether it is in business economics,
social or natural sciences. Such material can be obtained directly from the individual units, called
primary sources or from the material published earlier elsewhere known as the secondary sources.
Difference between Primary & Secondary Data. Primary Data Secondary Data Basis nature Primary
data are original and are collected for the first time. SECONDARY Data which are collected earlier by
someone else, and which are now in published or unpublished state. Collecting Agency these data are
collected by the investigator himself. Secondary data were collected earlier by some other person. Post
collection alterations these data do not need alteration as they are according to the requirement of the
investigation. These have to be analyzed and necessary changes have to be made to make them useful as

per the requirements of investing.

What is the meaning of Classification? Give objectives of Classification and essentials of an ideal
classification.

Classification is the process of arranging data into various groups, classes and subclasses according to
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(i)

(i)

(i)

some common characteristics of separating them into different but related parts. Main objectives of
Classification: -

(i) To make the data easy and precise

(if) To facilitate comparison

(iii) Classified facts expose the cause-effect relationship.

(iv) To arrange the data in proper and systematic way

(v) The data can be presented in a proper tabular form only.

Essentials of an Ideal Classification :- (i) Classification should be so exhaustive and complete that
every individual unit is included in one or the other class.

(i) Classification should be suitable according to the objectives of investigation.

(iii) There should be stability in the basis of classification so that comparison can be made.

The two values which determine a class are known as class limits. First or the smaller one is known as

lower limit (L1) and the greater one is known as upper limit (L2)

How many types of Series are there on the basis of Quantitative Classification? Give the

difference between Exclusive and Inclusive Series.

Individual Series: In individual series, the frequency of each item or value is only one for example;

marks scored by 10 students of a class are written individually.

Discrete Series: A discrete series is that in which the individual values are different from each other

by a different amount. For example: Daily wages 5 10 15 20 No. of workers 6 9 8 5

Continuous Series: When the number of items is placed within the limits of the class, the series

obtained by classification of such data is known as continuous series.
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(i)

(i)

(iii)

(iv)

Exclusive Series Inclusive Series LUpper limit of one class is equal to the lower limit of next class. The
two limits are not equal. Inclusion The value equal to the upper limit is included in the next class. Both
upper & lower limits are included in the same class. Conversion It does not require any conversion.
Inclusive series is converted into exclusive series for calculation purpose. Statistical Methods 21

Suitability It is suitable in all situations. It is suitable only when the values are in integers.

Depicting of statistical data in the form of attractive shapes such as bars, circles, and rectangles is
called diagrammatic presentation. A diagram is a visual form of presentation of statistical data,
highlighting their basic facts and relationship. There are geometrical figures like lines, bars, squares,
rectangles, circles, curves, etc. Diagrams are used with great effectiveness in the presentation of all
types of data. When properly constructed, they readily show information that might otherwise be lost

amid the details of numerical tabulation.

Importance of Diagrams: A properly constructed diagram appeals to the eye as well as the mind since
it is practical, clear and easily understandable even by those who are unacquainted with the methods of

presentation. Utility or importance of diagrams will become clearer from the following points —

Attractive and Effective Means of Presentation: Beautiful lines; full of various colours and signs
attract human sight, and do not strain the mind of the observer. A common man who does not wish to
indulge in figures, get message from a well prepared diagram.

Make Data Simple and Understandable: The mass of complex data, when prepared through diagram,
can be understood easily. According to Shri Moraine, “Diagrams help us to understand the complete
meaning of a complex numerical situation at one sight only”. Statistical Methods 25.

Facilitate Comparison: Diagrams make comparison possible between two sets of data of different
periods, regions or other facts by putting side by side through diagrammatic presentation.

Save Time and Energy: The data which will take hours to understand becomes clear by just having a

look at total facts represented through diagrams.
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(V)

(vi)

Universal Utility: Because of its merits, the diagrams are used for presentation of statistical data in
different areas. It is widely used technique in economic, business, administration, social and other areas.
Helpful in Information Communication: A diagram depicts more information than the data shown in
a table. Information concerning data to general public becomes more easy through diagrams and gets
into the mind of a person with ordinary knowledge.

What are the various types of graphs of frequency distribution?

Ans.: Frequency distribution can also be presented by means of graphs. Such graphs facilitate
comparative study of two or more frequency distributions as regards their shape and pattern. The most
commonly used graphs are as follows —

() Line frequency diagram

(i) Histogram

(iii)  Frequency Polygon

(iv) Frequency curves

(v) cumulative frequency curves or Ogine curves Line Frequency Diagram : This diagram is mostly
used to depict discrete series on a graph. The values are shown on the X-axis and the frequencies on the
Y axis. The lines are drawn vertically on X-axis against the relevant values taking the height equal to

respective frequencies. Statistical Methods 31

Histogram : It is generally used for presenting continuous series. Class intervals are shown on X-axis
and the frequencies on Y-axis. The data are plotted as a series of rectangles one over the other. The
height of rectangle represents the frequency of that group. Each rectangle is joined with the other so as
to give a continuous picture. Histogram is a graphic method of locating mode in continuous series. The
rectangle of the highest frequency is treated as the rectangle in which mode lies. The top corner of this
rectangle and the adjacent rectangles on both sides are joined diagonally. The point where two lines
interact each other a perpendicular line is drawn on OX-axis. The point where the perpendicular line

meets OX-axis is the value of mode.

Frequency Polygon : Frequency polygon is a graphical presentation of both discrete and continuous
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series. For a discrete frequency distribution, frequency polygon is obtained by plotting frequencies on Y-
axis against the corresponding size of the variables on X-axis and then joining all the points ;by a
straight line. In continuous series the mid-points of the top of each rectangle of histogram is joined by a
straight line. To make the area of the frequency polygon equal to histogram, the line so drawn is
stretched to meet the base line (X-axis) on both sides

Frequency Curve : The curve derived by making smooth frequency polygon is called frequency curve.
It is constructed by making smooth the lines of frequency polygon. This curve is drawn with a free hand
so that its angularity disappears and the area of frequency curve remains equal to that of frequency

polygon.

Cumulative Frequency Curve or Ogine Curve : This curve is a graphic presentation of the
cumulative frequency distribution of continuous series. It can be of two types -  (a) Less than Ogive
and (b) More than Ogive.

Less than Ogive : This curve is obtained by plotting less than cumulative frequencies against the upper
class limits of the respective classes. The points so obtained are joined by a straight line. It is an
increasing curve sloping upward from left to right. More than Ogive : It is obtained by plotting ,,more
than™ cumulative frequencies against the lower class limits of the respective classes. The points so
obtained are joined by a straight line to give ,,more than ogive™. It is a decreasing curve which slopes

downwards from left to right.

Measures of Central Tendency: Mean, Median, and Mode

A measure of central tendency is a summary statistic that represents the center point or typical value of a
dataset. These measures indicate where most values in a distribution fall and are also referred to as the
central location of a distribution. You can think of it as the tendency of data to cluster around a middle
value. In statistics, the three most common measures of central tendency are the mean, median,

and mode. Each of these measures calculates the location of the central point using a different method.

Mean
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The mean is the arithmetic average, and it is probably the measure of central tendency that you are most
familiar. Calculating the mean is very simple. You just add up all of the values and divide by the number

of observations in your dataset.
Iy +.I’.‘2 + - "+.L‘”

n

Arithmetic mean is a mathematical average and it is the most popular measures of central tendency. It
is frequently referred to as ‘mean’ it is obtained by dividing sum of the values of all observations in a
series (XX) by the number of items (N) constituting the series.

Thus, mean of a set of numbers X1, X2, X3,........... Xn denoted by X and is defined as

Sumof theitems — YX
Number of theitems N

Mean =

Example : Calculated the Arithmetic Mean DIRC Monthly Users Statistics in the University Library

Month No. of Working Days | Total Users Average Users per
month

Sep-2011 24 11618 484.08

Oct-2011 21 8857 491,76

Nov-2011 23 11459 498.29

Dec-2011 25 8841 353 64

Jan-2012 24 5478 228.25

Feb-2012 2 10811 470.04

Total 140 57064
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Total number of users

M =
can Total number of working days

Lt T - 407.6
N 140

Advantages of Mean

It is easy to understand & simple calculate.
* Itis based on all the values.

It is rigidly defined.

It is easy to understand the arithmetic average even if some of the details of the data are lacking.

It is not based on the position in the series.

Median
The median is the middle value. It is the value that splits the dataset in half. To find the median, order
your data from smallest to largest, and then find the data point that has an equal amount of values above
it and below it. The method for locating the median varies slightly depending on whether your dataset
has an even or odd number of values. I’ll show you how to find the median for both cases. In the

examples below, I use 